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Introduction 
 
 
 
 
 

 
An ideal variable selection method for regression 
models would find one or more subsets of variables 
which have optimum prediction performance. 
 
Usually,  
-  not prediction performance is optimized during  

  variable selection; 
-  no exhaustive test of all possible variable subsets 
    is possible;  
-  empirical variable selection methods have to be  

  applied that are not optimal. 
 
Consequently, the prediction performance of regression 
models - obtained from different variable subsets - has 
to be estimated separately.  
 
This study 

-  presents the new variable selection method FASS, 
  by combining forward selection with fast all  
  subsets regression; 

-  compares FASS with other variable selection  
  methods (for instance a genetic algorithm); 

-  applies a "repeated double cross validation" 
  for estimating the prediction performance of 
  PLS regression models. 
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Variable Selection Method FASS 
 
 

 
Forward selection combined with All SubSets Regression 

Typical parameters (software in R) [1,2] 
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Strategy and Data 
 
 
 
 

All subsets regression (FASS) 
Exhaustive treatment of all variable subsets up to 31 variables. Func-
tion "regsubsets" in package "leaps" in R [2]; typ. computation time 
2 s per run, 1 - 60 minutes in a FASS application. Regression method 
OLS; performance criterion BIC (Bayesian information criterion, 
Schwarz criterion, SIC ), similar to Akaike criterion [3, 11], 

BIC = ln(RSS /n) + k ln(n) / n     for normally distributed residuals 
n, no. of objects; p, no. of variables + 1 (for intercept); RSS, sum of 
squared prediction errors. BIC  penalizes a large number of variables. 
 

Genetic algorithm (GA) 
Software MobyDigs [4]. Regression method: OLS; performance crite-
rion (fitness): adjusted squared correlation coefficient, ADJ R 2, be-
tween y and ŷ for full cross validation [3]. Maximum number of se-
lected variables is 15, typical computation time 30 - 120 minutes. 
 

Prediction performance of PLS models 
Repeated double cross validation. The data set is randomly partitioned 
into s (typ. 4) segments. A calibration set consists of s -1 segments, 
the remaining segment is a test set. A PLS model is derived from the 
calibration set (cross validation is used to estimate the optimum num-
ber of PLS components), and is applied to the test set, resulting in 
n /s predicted values ŷi . Systematic variation gives a ŷ for each 
object. The whole process is repeated k times (typ. 10-100). Finally, 
k.n predicted values are available. From the prediction errors several 
performance criteria are derived, e.g.: SEPTEST (standard deviation), 
difference of 95% and 5% percentile (confidence interval), density 
distribution (for visual inspection). Typically, 10 variable subsets (from 
different selection methods) have been tested by this repeated double 
cross validation. New software in R [2, 5]; typ. comp. time 2 minutes. 
Leave-one-out cross validation. For reference, SEPCV has been deter-
mined for full cross validation using all data (Unscrambler [6]). 
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Results 
 
 
 
 

 

Data sets 

OXY: n = 180, p = 57. Concentration change of isotope 18O in precipitation (y ) 
modeled by meteorological and geographical variables [7]. 

PAC: n = 209, p = 467. GC-retention indices (y ) of polycyclic aromatic 
compounds [8], modeled by molecular descriptors (Dragon [9]). 

TOX: n = 846, p = 681. GC-retention indices (y ) of compounds relevant in 
forensics [10], modeled by molecular descriptors (Dragon [9]). 

 
 
 
 
 

Dataset  p  Variable   SEP   SEP 
     selection   TEST    CV 
 
OXY   57  no    1.01  0.90 
   11  FASS   0.83  0.74 
   15  GA    0.84  0.79 
   13  stepwise   1.09  0.77 
 
PAC   467  no    11.0  7.3 
   27  FASS     5.2  5.0 
   15  GA      7.2  6.7 
   22  stepwise   18.7  5.3 
 
TOX   681  no    108   80 
   31  FASS     82   80 
   15  GA    100   97 
   33  stepwise   205   74 
 
 

n, number of objects; p, number of variables; 
SEP, standard deviation of prediction errors (standard error of prediction); 
TEST, test sets in repeated double cross validation (10 repetitions); 
CV, leave-one-out cross validation 
 

y = 197-504 

y = 1110-3870 

y = (-16.5)-(-5.5) 
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Results 
 
 
 
 
 

 

Dataset  n   p  Computing time per job [minutes]1 

       FASS 2   GA 3 
 

OXY    180   57   0.2    26 

PAC    209   467  7    40 

TOX    846   681  180    120 
 
1 PC processor AMD Athlon 2.2 GHz; 2 Until no further improvement obtained; 
3 Termination after 200000 iterations 
 

 
 

  Variable selection by FASS or GA improved prediction  
 performance; stepwise selection was not successful. 

  FASS results are similar to GA results or better. 

  Advantages of FASS are: less computation time, selection of  
 up to 31 variables (GA in used software allows only 15),  
 more strictly defined algorithm. 

  Simple leave-one-out cross validation can be very misleading. 
 A careful estimation of prediction performance is necessary  
 for evaluation of variable selection methods. 
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